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Abstract—This paper proposes a system-level behavioral model
for RF power amplifiers (PAs), which exhibit memory effects, that
is based on the parallel Wiener system. The model extraction is per-
formed using two-tone intermodulation distortion (IMD) measure-
ments with different tone frequency spacings and power levels. It is
found that by using such a model, more accurate adjacent-channel
power-ratio levels may be predicted for high PAs close to the car-
rier frequency. This is validated using IS-95B CDMA signals on
a low-power (0.5 W) class-AB PA, and on a high-power (45 W)
class-B PA. The model also provides a means to quantify memory
effects in terms of a figure-of-merit that calculates the relative con-
tribution to the IMD of the memoryless and memory portion of the
PA nonlinearity. This figure-of-merit is useful in providing an esti-
mate of the amount of correction that a memoryless predistortion
system may have on PAs that exhibit memory effects.

Index Terms—Behavioral model, intermodulation distortion
(IMD), memory effects, nonlinearities, power amplifier (PA),
predistortion.

I. INTRODUCTION

I N WIRELESS communications, the transmitter power
amplifier (PA) introduces nonlinearities when it operates

near maximum output power. In system-level simulation,
behavioral models are often employed to model the PA nonlin-
earities. These measurement-based empirical models provide
a computationally efficient means to relate the input complex
envelope to the output complex envelope without resorting to
a physical level analysis of the PAs. Behavioral models for
PAs can be classified into three categories depending on the
existence of memory effects [1]–[3]: memoryless nonlinear
systems, quasi-memoryless nonlinear systems, and nonlinear
systems with memory. For the memoryless nonlinear system,
the PA block is represented by the narrow-band AM/AM
transfer function. For the quasi-memoryless nonlinear system,
with memory time constants on the order of the period of
the RF carrier, the PA block is often represented by AM/AM
and AM/PM functions. Usually, AM/AM and AM/PM are
measured by sweeping the power of a single tone in the center
frequency of the passband of the RF PA. For a nonlinear
system with long-term memory effects, on the order of the
period of the envelope signal, the system response depends not
only on the input envelope amplitude, but also its frequency.
An alternate view is that the AM/AM and AM/PM functions

Manuscript received April 5, 2002; revised August 26, 2002. This work was
supported in part by the Yamacraw Design Center, an economic development
project supported by the State of Georgia, and by Danam USA, San Jose, CA.

The authors are with the School of Electrical and Computer Engineering,
Georgia Institute of Technology, Atlanta, GA 30332 USA (e-mail:
gte661q@prism.gatech.edu).

Digital Object Identifier 10.1109/TMTT.2002.805196

appear to change as a function of past input levels. Such effects
may arise in high power amplifiers (HPAs) from thermal
effects, as well as long time constants in dc-bias networks. In
[4], it was shown that an HPA with memory effects exhibits
two-tone intermodulation distortion (IMD) that depends on the
tone spacing. It is also shown in [4] that the application of a
memoryless baseband predistortion algorithm gives significant
improvement in adjacent channel power ratio (ACPR) to a
0.5-W handset low power amplifier (LPA). However, the same
algorithm cannot significantly improve the nonlinearity of
45-W base-station HPA, which is shown to exhibit strong
memory effects. Since predistortion methods depend heavily
on the accuracy of the PA model, memoryless AM/AM and
AM/PM are not sufficient to describe HPAs with memory
effects.

A nonlinear system with memory can be represented by
Volterra series, which are characterized by Volterra kernels
[3]. However, the computation of the Volterra kernels for a
nonlinear system is often difficult and time consuming for
strongly nonlinear devices. In many applications that involve
modeling of nonlinear systems, it is convenient to employ a
simpler model. The Wiener model, which is cascade connection
of linear time invariant (LTI) system and memoryless nonlinear
system, has been used to model nonlinear PAs with memory
[1], [5]–[8]. The Wiener model that is frequency-dependent
memoryless nonlinear model yields identical shape, but only
creates a shift with reference AM/AM and AM/PM curves [9].

In this paper, we propose a more accurate model based on
the parallel Wiener model developed by Schetzen [3]. The first
branch is set to a memoryless AM/AM and AM/PM model de-
rived from single-tone measurements. The complex envelope
transfer function is used to describe the AM/AM and AM/PM
functions. Using two-tone signals, AM/AM and AM/PM curves
are extracted for each envelope frequency by measuring IMD
products. The derivation of the AM/AM and AM/PM complex
function from two-tone measurement is proposed in Section II.
The error between the memoryless model in the first branch and
the measured data from two-tone is modeled by adding the cas-
cade of the LTI system and the nonlinear function in parallel.
In this way, long time constant memory effects may be modeled
with a long-delay LTI system in a parallel branch. The modeling
of a PA with memory effects is described in Section III. For the
experimental validation, a 0.5-W LPA and 45-W HPA are mod-
eled with the proposed method in Section IV. The derived model
is simulated and compared with the measured results. Lastly, the
extracted models are exercised to predict the level of distortion
produced by the memoryless portion, and compared to that pro-
duced by the branches that model memory effects. This analysis
provides a means for quantifying how strong the memory effects
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are in a particular amplifier. Furthermore, noting that a memo-
ryless predistortion algorithm is unable to remove the distortion
produced by the memory terms, the effectiveness of such an al-
gorithm on a particular PA may be estimated. Such estimates
are calculated, and compared to previously reported measured
results.

II. AM/AM, AM/PM, AND TWO-TONE RESPONSE

A bandpass input signal of a PA can be represented as

(1)

where is the input complex envelope signal, is the carrier
center frequency, is the amplitude of , and is the
phase of .

The nonlinear device such as a PA is usually represented by
power series of the input signal. For the output of the funda-
mental zone bandpass filter, all even-order terms are filtered out,
and the fundamental zone output of is zero for even .
For odd-order powers with ( ), the
fundamental zone output of is

(2)
Considering amplitude and phase change on each complex

envelope of , the bandpass output signal of the PA ,
which consists of ( )th-order power series, can be de-
scribed as follows:

(3)

where is a complex coefficient.
The output complex envelope can be acquired as follows

[10]:

(4)
where

(5)

In (4), the odd-order complex power series is defined as

(6)

AM/AM and AM/PM characteristic functions can then be
jointly represented by as follows:

(7)

where the AM/AM function is given by

(8)

and the AM/PM function is given by

(9)

Using the complex envelope , AM/AM and AM/PM can
be directly related with the two-tone response and vice versa.
The two-tone input, which has magnitude and phase
for each tone, with tone spacing 2 , can be described as

(10)

For this two-tone input, the complex envelope is
. The output complex envelope can then

be acquired as follows [11]:

(11)

where

(12)

Thus, the PA output for the two-tone input can be ac-
quired using (3) and (11) as follows:

(13)

Fig. 1 shows an illustration of the two-tone output resulting
from (13). From (13), if the two-tone output characteristics
are measured for input signals, which have different magni-
tudes [12], the coefficients
( ) for each input signal can be acquired. The
complex coefficient in (6) can be derived to minimize the error
function

(14)
where is the weighting factor depending on input power and

is the weighting factor depending on the order of power se-
ries. These weighting factors can be determined to give a more
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Fig. 1. Illustration of the two-tone output of a nonlinear device showing the
relative phases of the IMD products.

Fig. 2. PA model for a system with memory using the parallel Wiener model.

accurate model depending on the input signal statistics and PA
characteristics.

III. M ODELING OF A PA THAT EXHIBITS MEMORY EFFECTS

By sweeping envelope frequency , the frequency-depen-
dent coefficient can be derived from two-tone mea-
surements. Thus, the frequency-dependent complex power se-
ries , considering memory effects, can be described as

(15)

Therefore, the output of a PA with memory effects is

(16)

The frequency-dependent complex polynomial in (15) can be
realized by a parallel cascade structure of the LTI system con-
nected in series with a memoryless nonlinear system, as shown
in Fig. 2. In this model, the input signal is ,
which is the two-tone envelope.

This model is simpler than the general Volterra system
models, but has been shown to approximate memory effects
well in other nonlinear systems [13]. The LTI system has the
following characteristic function:

(17)

is the complex polynomial with the coefficient
( , ). The output for the parallel Wiener
system in Fig. 2 is

(18)

where is the number of parallel branches, is the output for
the LTI system of theth branch, and is the output for the
nonlinear system of theth branch. In (18), and
can be acquired to minimize mean square error, where

(19)

The mean square error can be expressed in a recursive form

(20)

A parameter-estimation technique for the nonlinear parallel
system has been developed [14], [15]. The parameter identifica-
tion procedure for the parallel Wiener PA model can be outlined
as follows. The first branch of the system is set to be the memo-
ryless model. Thus, the linear system has time response

and the nonlinear system has AM/AM and
AM/PM response derived from single-tone measurements. The
linear system , can be acquired using the
cross-correlation function of the input and the error .
The coefficients ( ) of ( )
are determined to minimize the mean square errorin (20) for
the input . The branches are added untilis less than some
threshold value.

For simplicity, ( ) is set to zero, and then the
error in (19) can be represented by

(21)

The difference between the frequency-dependent coefficient
and the memoryless branch coefficient is

defined as

(22)
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Fig. 3. 0.5-W GaAs HFET class-AB linear PA used in this study.

To quantify the frequency dependence of each coefficient,
is defined as

(23)

where is the lower frequency, and is the upper frequency.
Equation (23) establishes a figure-of-merit that quantifies the
contribution of the memory effect terms relative to the memo-
ryless terms in the frequency zones affected by IMD of order

. Such a figure-of-merit may be used to quantify the
relative strength of memory effects between amplifiers: high
values of indicate strong contributions from memory ef-
fect terms.

IV. EXPERIMENTAL VALIDATION

For the experimental validation, two-tone output was mea-
sured versus tone-spacing (2.5–1300 kHz) and input power
around the dB for the Sirenza Microdevices 0.5-W handset
PA, shown in Fig. 3, and the Ericsson 45-W base-station PA,
shown in Fig. 4. The LPA is an AlGaAs/GaAs HFET class-AB
PA. The HPA is silicon bipolar junction transistor (BJT)-based
class-B PA that has the operating frequency at 885 MHz. The
Ericsson PA was designed for use with constant envelope
(AMPS) signals, hence, it exhibits strong memory effects for
amplitude modulated signals. In the unit under test, it was found
that AM/PM effects had a negligible effect on the close-in
ACPR. Thus, to simplify the extraction procedure, AM/PM
effects were ignored. The measured third-order intermodulation
distortion (IMD3) and fifth-order intermodulation distortion
(IMD5) amplitude responses of a 0.5-W LPA for several tone
spacings are plotted in Figs. 5 and 6. The measured IMD3 and
IMD5 of a 45-W HPA are plotted in Figs. 7 and 8. In Figs. 5
and 6, the variation of IMD3 and IMD5 is small (less than
a few decibels). In contrast, as shown in Figs. 7 and 8, the
Ericsson 45-W class-B PA IMD versus frequency spacing and
output power response is quite variable, which results from
strong memory effects. Using the fifth-order complex envelope
function, the coefficients are derived by changing the envelope
frequency. To compare the variation of coefficients for the LPA
and HPA, ( ,2,3) are plotted in Fig. 9.
The coefficient functions versus envelope frequency for the
0.5-W LPAare almost the same as ( ,2,3) . For the

Fig. 4. 45-W Si-bipolar class-B base station HPA used in this study.

Fig. 5. Measured IMD3 versus tone spacing and power input for the 0.5-W
LPA.

Fig. 6. Measured IMD5 versus tone spacing and power input for the 0.5-W
LPA.

45-W HPA, is almost the same as the , but
and show much variation compared to and .
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Fig. 7. Measured IMD3 versus tone spacing and power input for the 45-W
HPA.

Fig. 8. Measured IMD5 versus tone spacing and power input for the 45-W
HPA.

Fig. 9. Comparison of the error between the frequency-dependent coefficient
a (! ) and the memoryless branch coefficienta normalized to
a for the LPA and HPA.

To model these PAs, the parallel Wiener model was used,
which consists of four parallel branches. The first branch is
the memoryless part, and the sum of the additional branches
(second, third, and fourth branch) is the part due to the memory
effects. The infinite impulse response (IIR) filters are used for
the LTI systems. The spectral regrowth was predicted for an
IS-95B CDMA signal, and compared to the measured results

Fig. 10. Predicted and measured spectral regrowth for an IS-95B CDMA
signal (HPA).

Fig. 11. Predicted spectral regrowth for an IS-95B CDMA signal using the
parallel Wiener model (LPA).

Fig. 12. Predicted spectral regrowth for an IS-95B CDMA signal using the
parallel Wiener model (HPA).

in Fig. 10 for the HPA. The output from the parallel Wiener
model is also compared to a conventional memoryless model. It
is seen that the parallel Wiener model, which was acquired from
two-tone measurements, gives more accurate spectral regrowth
results than the AM/AM model by as much as 4 dB for close-in
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TABLE I
NORMALIZED rms DIFFERENCEBETWEEN THEFREQUENCY-DEPENDENT

COEFFICIENTSa (! ) AND THE MEMORYLESSCOEFFICIENTS

a FOR THE LPA AND HPA, AS CALCULATED

FROM (23), AS MEASURED IN DECIBELS

Fig. 13. Predicted spectral regrowth for an IS-95B CDMA signal using the
parallel Wiener model and memoryless predistortion (LPA).

spectral regrowth. For the LPA, the spectral regrowths predicted
by the memoryless model and parallel Wiener model are almost
the same, as shown in Fig. 11.

To compare the amount of memory effects for the LPA and
HPA in the parallel Wiener model, the spectral regrowths due to
the memoryless part (the first branch) and the part of memory
effects (the sum of additional branches) are simulated in Figs. 11
and 12. For the LPA, the contribution of the memory effect
branches is over 25 dB below that of the memoryless part, an
indication that this PA is virtually memoryless. For the HPA, the
contribution of the memory effect branches is almost the same
as that of the memoryless branch for the close-in ACPR. Equa-
tion (23) is calculated for the third- and fifth-order terms for
both the LPA and HPA. These results are summarized in Table I.
Equation (23) is validated as an estimate of the contribution of
the memory effects to the total IMD response by noting that the
values in Table I are close to the relative contributions for each
IMD order, as shown in Figs. 11 and 12 for the LPA and HPA,
respectively.

A memoryless predistortion linearizer is inserted between the
parallel Wiener model and signal source, and spectral regrowth
for the IS-95B CDMA signal is simulated for the LPA and HPA,
as shown in Figs. 13 and 14, respectively. The predistortion al-
gorithm is optimized to generate a signal predistorted with the
inverse nonlinear characteristics of the memoryless part in the
parallel Wiener model. It is seen that this predistortion linearizer
reduces spectral regrowth for the LPA by approximately 10 dB.
This result was validated by measurement in [4]. As seen in

Fig. 14. Predicted spectral regrowth for an IS-95B CDMA signal using the
parallel Wiener model and memoryless predistortion (HPA).

Fig. 14, since the contribution of the memory effect branches is
large for the HPA, the improvement from using memoryless pre-
distortion is negligible. The simulation results discussed above
are validated by experimental results reported in [4] by Kenney
et al.

V. CONCLUSION

In this paper, we have proposed an accurate behavioral model
for RF PAs that exhibit strong memory effects. Long-time
constantmemoryeffectsare identifiedbymeasuring thevariation
in the output two-tone IMD versus tone spacing. This set of
measurements maps out a two-dimensional transfer function
that depends on the envelope frequency and amplitude of the
input signal. The frequency-dependent transfer functions are
then fit to the parallel Wiener model, which is a special case
of the full Volterra series. Since long-time constant memory
effects may be included in parallel branches, PA models using
the parallel Wiener model can give a more accurate prediction
for the output two-tone IMD amplitude and phase variation
versus envelope frequency due to the memory effects. The
model, which was extracted from two-tone measurements, was
validated by comparing the predicted ACPR for an IS-95B
CDMA signal and the measured result. It was seen that the
model predicted the ACPR well. The model was also compared
to a memoryless model derived from single-tone measurements.
It was seen that the inclusion of memory effects afforded by
the parallel Wiener model improved the accuracy of close-in
ACPR prediction by as much as 4 dB. A figure-of-merit was
developed that represents the relative contribution of memory
effects to the total IMD at a particular order. The proposed model
was also validated by comparing the predicted improvement by
a memoryless predistortion algorithm to experimental results.
Both the LPA and HPA cases were considered. Better than 10 dB
of ACPR correction was seen when applying the predistortion
algorithm to the LPA. In contrast, the memory effects present
in the HPA substantially inhibited the improvement in the
ACPR afforded by the memoryless predistortion algorithm.
The simulated results are in good agreement with previously
reported experimental results.
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